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QUALITATIVE CLASSIFICATION OF AN AUTONOMOUS
DIFFERENTIAL EQUATION AND ITS APPLICATION TO

IMAGE RECOGNITION SYSTEM

BAMIDELE OLUWADE1

ABSTRACT. In (face) image recognition system, a set of test images
is compared to a set of training images for verification. A basic re-
quirement for effective matching of these face images is that each
image is structurally unique/distinct. This uniqueness is important
in applications such as the issuance of national identification card
and bank verification number. Standard algorithms and software ex-
ist on image recognition systems but there is still room for additional
efforts. The present paper considers the problem of creating unique
images for a hypothetical model of face image recognition system,
such that the faces in the training data and the test data are simulated.
The paper presents the classification of a first order autonomous or-
dinary differential equation having a nonlinear quintic polynomial
part via the critical points of the equation. This is accomplished
using a novel classification method, which may be called differen-
tial structure method, that was earlier developed by the author. The
relevant qualitative properties are existence and uniqueness of so-
lutions. It is shown that forty six (46) qualitative classes or unique
images can be generated for matching in a simulated environment.
A higher number of images can be generated by using a higher de-
gree polynomial differential equation. Essentially, the results in the
paper are also applicable to population modelling.

1. INTRODUCTION

In (face) image recognition system [1],[2], [3], a set of test images is
compared to a set of training images for verification. A basic require-
ment for effective matching of these face images is that each image
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is structurally unique/distinct. This uniqueness is important in appli-
cations such as the issuance of national identification card and bank
verification number. Several algorithms and software exist on image
recognition systems. These are essentially based on popular recogni-
tion algorithms such as the principal component analysis with eigen-
face, elastic bunch graph matching fisherface, neuronal motivated dy-
namic link matching, linear discriminate analysis and hidden Markov
model e.g. see [4], [5], [6].The present paper presents a novel approach
to the problem of creating unique images for a hypothetical model of
face image recognition system, such that the faces in the training data
and the test data are simulated.

Qualitative classification presents a reliable procedure for generating
structurally distinct images. Qualitative classification of a set of dif-
ferential equations or systems is important in computational problems
because it enables the deduction of the qualitative properties of a mem-
ber (A) of the set from the known properties of another member (B) of
the set, both of which belong to the same qualitative class. This classifi-
cation is based on the concept of qualitative equivalence of differential
equations [7]. Generally, A and B are said to be qualitatively equivalent
(i.e. belong to the same qualitative class) if there exists a continuous
injection from the phase portrait of A onto the phase portrait of B such
that the orientation of their phase portraits or trajectories is preserved.

That is, in the qualitative theory, differential equations are studied
from the point of view of the geometry of their solution curves in-
stead of solving them analytically. Two equations which belong to
the same class have the same phase portraits i.e. same structural im-
ages. This is based on the fundamental theorem of equivalence re-
lations in abstract algebra [8]. The relevant qualitative properties are
existence and uniqueness of solutions. The qualitative equivalence of
ordinary differential equations had earlier been shown to have applica-
tions in such practical areas of computing as the design of networks,
the construction of fractals, the development of novel AI algorithms
for resource-sharing protocols and the design of components of build-
ing/architectural structures.[9], [11], [46],[47].

In the present paper, the author presents the classification of a first or-
der autonomous ordinary differential equation which has a polynomial
nonlinear part of the form

x/ = f (x) =
n

∑
i=0

aixi (1)

where ai ∈ R and an ̸= 0, n = 5. This is with respect to the critical
points of the equation. The phase portrait of (1), which is a graphical or
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geometrical representation of the qualitative behavior of the equation,
is completely determined by the nature of its critical points.

Qualitative classification is accomplished in this paper using a method,
which may be called differential structure method, that was earlier de-
veloped by the author [11], [26]. The method involves a geometrical
procedure for the ordering of the complex critical points (ccp) of (1)
in space such that two ccp, or a ccp and a real critical point, may be
computationally compared.

Equation (1) is important because it arises in practice as a model of
the rate of formation of substances, such as in chemical science and
technology [7]. Suppose R1,R2, . . . ,Rn are the n reactants and P the
product in a chemical reaction. Then this reaction can be written as

R1 +R2 + . . . +Rn → P (2)

Suppose further that m1,m2, . . . ,mn grams of R1,R2, . . . ,Rn respectively,
combine to give 1 gram of P. Now, the rate of formation of P at any
instant of time t equals the product of the masses of R1,R2, . . . ,Rn
which remain uncombined at that instant. If a1,a2, . . . ,an grams of
R1,R2, ...,Rn respectively are brought together at t = 0, then the mass
x(t) of P present at time t > 0 is governed by the equation

x/ =
n

∏
i=1

(ai˘mix) (3)

. Using n = 5, forty six qualitative classes of (1) are generated in the
present paper. It follows that a total of forty six (46) unique human
facial images can be generated for matching in a model of an image
recognition system. More facial images can be generated using higher
values of n.

By the Abel-Ruffini theorem and Galois theory of equations [10],
there is no solution in radicals for the general nth degree polynomial
when n ≥ 5. However, by the Fundamental Theorem of Algebra, every
polynomial equation of degree n > 0 necessarily has a solution! This
does not suppose that solution exists in R ∀n ≥ 5. Nevertheless, the
goal of the present paper is not to explicitly determine or deduce what
the specific zeros of the polynomial are. The purpose of the paper is to
consider all the possible phase portraits which arise with respect to the
expected n zeros of the polynomial. This is in line with the principle of
the qualitative theory of differential equations.

The rest of the paper is arranged as follows: In Section 2, a general
review of literature on qualitative classification, image recognition sys-
tems and related areas is presented. Section 3 dwells on the qualitative
classification of (1) when n = 5, thereby generating qualitative classes.
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This arises from the phase portraits of (1) when the critical points of
the equation are real and complex. Section 4 discusses the link between
qualitative classification and the generation of images for image recog-
nition systems. Section 5 concludes the paper.

2. LITERATURE REVIEW

In this section, a review of literature is carried out on the qualitative
classification of differential equations, as well as on image recognition
system and related areas.

A fair proportion of research activities in the field of differential equa-
tions focuses on the algebraic and topological classification of these
equations. Generally, differential equations may be represented from
an analytic, algebraic and geometric perspective. An overview of these
approaches, based on the qualitative behavior of the solution spaces,
is presented in [12]. Several works have been done in the literature
on the qualitative classification of dynamical systems, incorporating the
phase portraits and limit cycles of polynomial vector fields, via differ-
ent methods. These include [13], [14], [15], [16], [17], [18], [19], [20],
[21], [22], [23].

One of the popular methods is the use of affine transformation with
respect to vector fields associated with two-dimensional autonomous
differential equations. These fields usually consist of real polynomials
P(x,y) of stated degrees k. For instance, for a quadratic system, k = 2
while k = 3 for a cubic system. Affine equivalence classes may then
be obtained for the vector fields without the critical points at infinity.
An affine function is a mapping whose graph is a linear function which
doesn’t necessarily pass through the origin [43]. Two curves are said
to be affinely equivalent if there exists an affine mapping which trans-
forms one of the curves onto another. An affine transformation pre-
serves parallel lines, points and planes. Normally, affine transformation
may include translation, rotation or scaling. In particular, affine classi-
fication of quadratic and cubic systems was carried out in [23] and [15].
It was shown in the former that quadratic systems with degenerate infin-
ity in eight types have 13 phase portraits on the Poincare sphere while
it was shown in the latter that quadratic vector fields without the critical
points (cp) at infinity have exactly 5 affine equivalent classes.The cal-
culation of the number of limit cycles of dynamical systems is the focus
of [24],[25].

In a preceding paper [11],the author presented a combination of alge-
braic and geometrical methods for describing the phase portraits of (1)
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when n = 4 , via the critical points of the equation. The representation
of these phase portraits is carried out by providing a natural order for a
subset of C (the set of complex numbers) consisting of all the critical
points of (1) and using analogies in computer data/discrete structures.
A basis for the analogy is that the number of critical points of the equa-
tion is always discrete and also that the number of phase portraits of the
equation when n = 1 (which forms the fundamental building block) is
discrete. In the paper, the set

{x/ = f (x)} (4)

from (1) was classified into disjoint equivalence classes (qc) and a re-
lationship established between the qualitative equivalence of (1) and
fractals. It was proved that twenty eight (28) distinct qualitative classes
can, up to isomorphism, be generated from (1) when n = 4. Ten (10)
of these arise when some or all the critical points of (1) are complex-
valued. It had earlier been shown that the same equation (1) has a total
of sixteen (16) qualitative classes when n = 3 [26]; although there were
gaps in part of the proof (not in the theorem) of the statement leading to
this result, these were filled up in [11].

A detailed study of the concept of qualitative equivalence, especially
when n = 1 (linear case) and n = 2 (quadratic case) can be found in
[27].The equation has five qc in the former case and six in the latter.
In [28], the author’s focus was on the stability property of solutions of
differential equations, instead of existence and uniqueness. He estab-
lished a necessary condition for qualitative stability of first order linear
autonomous ordinary differential system. The methodology developed
in [29] for binary systems provides a procedural connection between
qualitative equivalence and coded character sets since, for instance, the
set of phase portraits of (1) when n = 5 can be considered as a (non-
uniform quintic) code.

The study of phase portraits is important in physical systems and this
is evident in many applied problems e.g. see [30] [31][32][33]. Quali-
tative classification naturally arises from the notion of qualitative equiv-
alence. In [34], a necessary condition for qualitative equivalence of two
first order autonomous ordinary differential equations of the transcen-
dental type was established. This was accomplished by reducing one
of the transcendental functions into the other as a polynomial via the
power series expansion. Earlier in [35], the Galois group of the Cheby-
shev polynomials of the first kind of prime degree was studied. This is
a class of polynomials which is widely applied in many areas includ-
ing numerical computation such as Tau numerical method [36]. It was
shown that this group is isomorphic to the cyclic group of order 2.
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Severance [37] traced the historical development in biometric recog-
nition system from about the early 1990s to about 2015. The focus of
[1],[2] is on general principles and development on face recognition sys-
tem. Some works on peculiar methodologies and applications of face
recognition system include [4], [5],[6], [38], [39], [40]. In [3], a proce-
dure was presented for characterizing and comparing images/characters
based on their internal structure, in such a way that these are indepen-
dent of image size and orientation. In this procedure, a library of ref-
erence images (training data) is first generated and stored. Each input
image (test data) is then compared to the training data until a match
is found. Storing of an image involved the creation of an image of the
character followed by a reduction of the image to a skeleton image. This
skeleton image is then represented in the form of a linked list as nodes,
lines and curves. In their own work, [41] investigated the variational
properties of face images using 10 samples of different face images of
each of 48 different individuals. These images were processed under
different light intensities. The resulting 480 face images were splitted
into a training test and a test set (in a 75% to 25% ratio respectively),
and then evaluated/analyzed using thirteen distinct modules available in
MATLAB image processing toolbox. Based on the experiment, the au-
thors recommended the principal component analysis with eigenfaces
as a preferred algorithm.

3. QUALITATIVE CLASSIFICATION

This section presents the qualitative classification of (1) when n = 5
using the concept of qualitative equivalence of differential equations.

Let the critical points of (1) when n = 5 be α1,α2,α3,α4 and α5. The
classification is based on the fact that the phase portrait of (1) on the
line when there is a unique critical point (i.e. when n = 1) is a member
of the set

S = {Attractor(A),Repellor(R),PositiveShunt(P),NegativeShunt(N)}
(5)

. The phase portrait of the equation for n > 1 is a combination of ele-
ments of S and is defined as a generation in [11],[26].When the critical
points of (1) have at least a complex value, a geometric method was
developed for comparing a real-valued critical point with a complex-
valued critical point, and also for comparing two complex-valued criti-
cal points. This is to enable the points to be ordered in space. Ordering
of a subset of C is possible in a cartesian coordinate space by consid-
ering the real part to lie along the x − axis while the imaginary part



QUALITATIVE CLASSIFICATION IN IMAGE RECOGNITION SYSTEM... 279

lies along the y−axis. The above is accomplished as follows: Suppose
u1 = (r1,s1) = r1+ is1 and u2 = (r2,s2) = r2+ is2 are two critical points
in C, where r1,r2,s1,s2 ∈ R. If r1 = r2, let u1 ≤ u2 if s1 ≤ s2, where
” ≤ ” has the usual meaning of "less than or equal to". For example,
3−2i < 3+5i < 3+8i. If s1 = 0, let u1 ≤ 0(≥ 0) if r1 ≤ 0(≥ 0). This
reduces to the usual ordering in R. If r1 ̸= r2 , let u1 ≤ u2 if r1 ≤ r2,
∀s1,s2. For example, −3+70i < 8+20i < 10+5i.

Some other basic definitions of the method of differential structures
in C [11],[26] are presented below, followed by the statements of the
results.

Definition 3.1:(Fundamental Differential Structure) A fundamental
differential structure (fds) refers to a line segment formed by joining
two complex-valued critical points. An fds is perpendicular to the real
axis of the complex plane.

Definition 3.2:(Inferior (Superior) Endpoint) An inferior (superior)
endpoint of an fds (abbreviated as inf (sup) endpoint) is the point which
has the smaller (greater) numeric value.

Definition 3.3:(Derived Differential Line) A derived differential line
(ddl)is a straight line drawn from one end of an fds to meet a third
critical point.

Definition 3.4:(Derived Differential Structure) A derived differential
structure (dds) refers to the geometrical figure formed when a straight
line is drawn from one end of an fds to meet another critical point.

Definition 3.5:(Inferior-left (Inferior-right) Structure) An inferior-left(inferior-
right) structure (abbreviated as infleft(infright) structure) is a dds in
which the ddl is produced from the inferior endpoint of an fds and drawn
towards the left(right) side of the fds.

Definition 3.6:(Superior-left(Superior-right) Structure) A superior-left
(superior-right) structure (abbreviated as supleft(supright) structure refers
to a dds in which the ddl is produced from the superior endpoint of an
fds and drawn towards the left(right) side of the fds.

Definition 3.7:(Trivial Differential Structure) A trivial differential struc-
ture (tds) is a straight line joining two real-valued critical points. A tds
is perpendicular to an fds.

Definition 3.8:(Linked Structure) Two or more differential structures
are said to form a linked structure (ls) if they have a common ddl.

Definition 3.9:(Linker) A linker refers to each constituent structure
of an ls. An ls is named from left to right. The first linker encountered
is said to be linker I, the second linker is called linker II, etc.
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Theorem 3.1: (Number of qualitative classes for real critical points
of equation (1)). The number of qualitative classes of (1) when all the
critical points of f are real is twenty six.

Proof: The set of distinct generations arising from the subsets of
(1) when all the critical points are real is {RARAR, ARARA, NRAR,
PARA, RPAR, ANRA, RARP, ARAN, RANR, ARPA, RAR, ARA,
RAN, ARP, NNR, PPA, NRP, PAN, RPP, ANN, NR, PA, RP, AN, R, A}.
For example, the phase portrait PARA arises when an > 0, α1 = α2 < 0
and α3, α4, α5 > 0. The order of this set is seen to be 26 and hence the
result.

Theorem 3.2: (Number of qualitative classes when there are exactly
two complex-valued critical points). If (1) has exactly two complex-
valued critical points, then the number of qualitative classes of (4) is
eight.

Proof: Let α4 and α5 be the two complex-valued critical points of
(1). Then the equation has four isomorphic differential structures which
correspond to (i) α1 < α2 < α3 < α4 < α5 (ii) α4 < α5 < α1 < α2 < α3
(iii) α1 < α4 < α5 < α2 < α3 (iv) α1 < α2 < α4 < α5 < α3. In (i), two
trivial differential structures (tds) joined to each other are in turn joined
to an infleft. In (ii), a supright is joined to two tds (which are joined to
each other). In the case of (iii), a 2-linker linked structure is joined to a
tds where linker I is an infleft and linker II is a supright. In (iv), a tds
is joined to a 2-linker linked structure in which linker I is an infleft and
linker II a supright. The generation of each structure is RARAR when
an > 0 and ARARA when an < 0. And the result follows.

Theorem 3.3: (Number of qualitative classes when there exists only
one real critical point). Suppose (1) has only one real critical point, then
(4) has twelve qualitative classes.

Proof: Let α1 be the single real-valued critical point of (1).Then
there are six isomorphic differential structures arising from the equa-
tion. These correspond to (i)α1 < α2 < α3 < α4 < α5 (ii)α2 < α3 <
α4 <α5 <α1 (iii)α2 <α3 <α1 <α4 <α5 (iv)α1 <α2 =α4 <α3 =α5
(v)α2 = α4 < α3 = α5 < α1 (vi)α2 = α4 < α3 = α5 < α1. (i) is a linked
structure in which linker I is an infleft, linker II a upright while linker
III is an infleft. (ii) is a linked structure in which linker I is a supright,
linker II an infleft while linker III is a supright. In the case of (iii), the
structure has two linkers such that linker I is a supright and linker II
an infleft.The structures formed in (iv),(v) and (vi) are respectively an
infleft, an infright and a supright. The generation of each of (i) - (iii)
is RARAR when an > 0 and ARARA when an < 0. For each of (iv)
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- (vi), there is a distinct generation when an > 0 and another distinct
generation when an < 0. And the result follows.

Theorem 3.4: (Total number of qualitative classes when n = 5). The
total number of qualitative classes of (1) is forty six.

Proof: This follows by adding the number of qualitative classes in
Theorem 3.1, Theorem 3.2 and Theorem 3.3.

4. DISCUSSION

Based on the results in Section 3 above, 46 unique face images can be
created for recognition. The procedure discussed in the section works
only perfectly when the population (PL) is exactly equal to the total
number of qualitative classes for an arbitrary n. This is depicted in
Table 4.1.

Table 4.1. Degree n of polynomial corresponding to an exact number of face
images

Population (PL) Degree (n) of Polynomial in Equation (1)
5 1
6 2

16 3
28 4
46 5

Thus, for instance, when 1 ≤ PL ≤ 4 and PL = 8, the procedure will
not provide an exact value of n, though an approximate scheme may be
used. In these cases, n = 1 and n = 2, respectively, may be used for the
population. Also, when PL = 40, the value of n = 5 may be used. In
general, for a given PL that does not have an exact corresponding n in
Table 4.1, the nearest PL is first determined. Then the value of n which
corresponds to this nearest PL is assumed.

By extension, consider the current world human population which is
estimated to be PL = 8,094,640,535[42].Then there exists a value n of
(1) which generates all the PL human faces or generates an approxi-
mate number of faces. The determination of this exact or approximate
value of n is non-trivial and involves understanding the pattern of the
qualitative classes for several values of n. And once the algorithm is
understood, a computer software can be developed which would deduce
the value of n for any possible human population in a community, town,
country, continent or the entire world. The software can be a stand-
alone one or can be integrated into existing image recognition systems.
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In Section 3, the total number of qualitative classes of (1) when n = 5
was first calculated via the critical points (cp) of the equation. By us-
ing the concept of differential structures developed in [11], a total of
46 qualitative classes were generated. When the equation has exactly
two complex-valued cp (n = 5), two(out of the four resulting) differen-
tial structures are isomorphic to two (out of the three) structures formed
when there are exactly two complex-valued cp in the case n = 4. When
(1) (n = 5) has exactly four cp, one (out of the six) structures is isomor-
phic to one (out of the two) structures formed when there are exactly
four cp in the case n = 4. Two other structures (when n = 5) are isomor-
phic to two of the structures formed when exactly two cp are complex
for n = 3.

In general, it can be said that for any particular value of n in (1), there
is a 1-1 correspondence between the set of unique faces and the set of
phase portraits.

From the perspective of machine learning and artificial intelligence
(AI), the procedure of qualitative equivalence of differential equations
is a classification algorithm. That is, it is in the same category as
popular algorithms such as K-nearest neighbor (KNN), Decision Tree,
Naive Bayes algorithm, Artificial Neural Network (ANN)/Deep Learn-
ing, Support Vector Machine (SVM), Perceptron and Logistic Regres-
sion [37][44],[45],[46].

5. CONCLUSION

The paper presents a link between the qualitative classification of a set
of differential equations and face image recognition system. Essentially,
the concept of qualitative equivalence was used to generate 46 struc-
turally distinct human face images which are available for matching in
a simulated experiment. More number of images can be generated by
increasing the value of n in (1). Conjecturally, there is a direct propor-
tionality between the value of n and the number of faces that can be
generated.

In particular, further work can be done to find the exact (or approxi-
mate) value of n which will give the qualitative classes corresponding to
the population p = 8,094,640,535, which is the estimated population
of the world as at 3rd March, 2024 [42]. Similarly, this can be done
for other estimated populations whether in a community, town, nation,
continent or the entire world at a particular time.

Since the degree of a polynomial, by definition, is necessarily a non-
negative integer, the question of finding an exact value of n for every
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population using the method described in this paper appears to be im-
possible! This calls for new approaches to the subject matter using other
methods. For instance, qualitative study of fractional differential equa-
tions may be explored for associated problems, towards ensuring that
every PL has a unique n∈ℜ or C. Also, studies on the qualitative classi-
fication of second and higher order ordinary differential equations may
be pursued. Furthermore, qualitative classification of first and higher
order partial differential equations, differential-difference equations and
functional differential equations may be explored using the technique of
differential structure described in this paper. The technique of differen-
tial structure may be applied to other dynamical systems by depicting
the phase portraits of these systems in terms of the terminologies of dif-
ferential structure. This has the potential of opening up a new approach
to understanding the behaviours of the systems. In general, the limita-
tions of the methods of qualitative classification may be improved by
exploring the blending of novel mathematical methods into their proce-
dure. This will metamorphose into a qualitative-analytic classification
method, similar to the one used in [34].

This paper has thus applied the result of the qualitative classification
of (1) to the generation of unique images in a model of face image
recognition system. Essentially, a relationship is established between
the population of a community and the total qualitative classes of (1).

Further work may also be done by using existing optimization tech-
niques to find the most optimally valid value of n for a given population.
In the present paper, one starts with n and generates a corresponding
population PL. Using reverse engineering, it will be interesting if one
can start with a given population and then use the value of PL to obtain
an optimal n. Further work may also be done to investigate how a step
change in the value of n (i.e. when n is increased to n+1 ∀n) affects the
increment in population corresponding to n and n+1 respectively. It is
envisaged that related works in the future will enable the prediction of
population growth in a community, which may complement statistical
results/techniques on birth-death process and related phenomena.
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